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92學年度第2學期博士班資格考試  計算機結構
1. Assume a five-stage superscalar pipeline (IF, ID, EX, MEM, WB) with no issue restrictions and no structural hazards. Also, regardless of instruction, each stage always takes just one clock cycle to complete its task, and an instruction may have up to two operands and one result.

1.1 *(10%) For a two-issue design with 32 integer registers and 32 floating-point registers, how many bits must be brought to comparators in the ID stage and how many comparisons must be performed during each clock cycle to check just for data hazards? 

1.2 *(10%) Let the issue limit be n instructions, and assume the total number of registers is unbounded. How many comparisons, as a function of n, must be performed to check just for data hazards?

2. **(10%) The following loop has multiple types of dependences. Find all the true dependences, output dependences, and antidependences, and eliminate the output dependences and antidependences by renaming.


[image: image1]
3. Arithmetic units are key components in CPU. The following problems are related to the design of two fundamental arithmetic components: adders and multipliers. 

3.1 *(10%) There are two approaches to compute the sum of more than two numbers: cascaded of traditional ripple carry adders and carry save adders, as shown in Fig. 1(a)(b) for additions of four numbers A, B, E, F. Assume that the time delay through each 1-bit full adder is 2T. Calculate and compare the times of adding four 32-bit numbers using the two different approaches.
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Fig. 1: addition of four numbers using (a) cascaded ripple carry adders, and (b) carry save adders.

3.2 **(10%) Try Booth’s algorithm (also called radix-2 Booth algorithm) for the signed multiplication of two numbers 2 x -3 = -6 (or 0010 x 1101 = 1111 1010). Explain the operations step by step. 

3.3 *(10%) Modified Booth algorithm (also called radix-4 Booth algorithm) looks at 3 bits (instead of 2 bits) at a time and compute the multiplicand 2 bits at a time. Fill in the following table to determine the modified Booth encoding and use the example in 1.2 to explain this algorithm step by step.

Table 1: modified Booth encoding table
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4. Memory units are essential in every computer systems. The following problems are related to the design of various types of memory units.

4.1 ** (10%) ROM is another type of memory element and can be realized using programmable logic array (PLA) that consists of an AND plane (with AND gates only) and an OR plane (with OR gates only). Show a PLA implementation of the following truth table
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4.2 *(10%) Draw the implementation of a 4-way set-associative cache. The address word is 32-bit and the block size is 4 bytes. Remember to show the number of bits in all fields (valid, tag, data).

4.3 **(10%) In a memory hierarchy that includes a translation-lookaside buffer (TLB) and a cache, a memory reference can encounter three different types of misses: a cache miss, a TLB miss, and a page fault. Consider all the combinations of these three events with one or more occurring. For each possibility, state whether this event can actually occur and under what circumstances. 

5 (10%) Terminologies

5.1 (5%) Explain the differences of the following memory elements: latches, flip-flops, registers, and register files.

5.2 (5%) Explain the major differences of superscalar and VLIW processors. Which type of multi-issue processors is usually adopted in high-end media processor designs? 

for (i=0; i<=100; i++) }{


Y[i] = X[i] / c;    /* S1 */


X[i] = X[i] + c;    /* S2 */


Z[i] = Y[i] + c;    /* S3 */


Y[i] = c – Y[i]; }   /* S4 */











