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1. (10%) In digital signal processing, discrete Fourier transform (DFT) and fast Fourier transform (FFT) compute the same result. But with an input of 
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 floating-point data values, a DFT algorithm will execute approximately  
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 floating-point instructions while the FFT algorithm will execute approximately 
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 floating-point instructions.

1.1 (5%) Ignore instructions other than floating-point. What is the speedup gained by using the FFT instead of the DFT for an input of 
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 floating-point values in the rage 
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 and also in the limit as 
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1.2 (5%) When n=1024, what is the percentage reduction in the number of executed floating-point instructions when using the FFT rather than the DFT?

2. (10%) Dhrystone is a well-known integer benchmark. Computer A is measured to perform 
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 executions of the Dhrystone benchmark per second, and to achieve a millions of instructions per second rate of 
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 while doing Dhrystone. Computer B is measured to perform 
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 executions of the Dhrystone benchmark per second. What is the fallacy in calculating the MIPS rating of computer B as  
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3.  (10%) Compare the advantages and disadvantages of the two different types of instruction set architecture: register-register architecture (load-store architecture) and register-memory architecture. 

4. (10%) Several researchers have suggested that adding a register-memory addressing mode to a load-store machine might be useful. The idea is to replace sequence of 

        LOAD   R1, 0(Rb)    /* R1 = MEM[0+Rb]  */

        ADD    R2, R2, R1   /* R2 = R2 + R1 */

   by 

        ADD     R2, 0(Rb)   /* R2 = R2 + MEM[0+Rb] */

Assume the new instruction will cause the clock cycle to increase by 5%. The new instruction affects only the clock cycle and not the CPI (cycles per instruction).

4.1 (5%) What percentage of the loads must be eliminated for the machine with the new instruction to have at least the same performance (assuming that 25% of the instruction mix is loads)?
4.2 (5%) Show a situation in multiple instruction sequence where a load of R1 followed immediately by a use of R1 (with some type of opcode) could not be replaced by a single instruction of the form proposed, assuming that the same opcode exists. 

5. (20%) Fig. P5 shows the levels of a typical memory hierarchy in computers. Cache is the first level of the memory hierarchy encountered once the address leaves CPU. In case of cache miss, a fixed-size collection of data containing the requested word, called a block is retrieved from the main memory and placed into the cache. Answer, as clear and complete as possible, the following four common questions for the first level of the memory hierarchy.

5.1 (5%) Where can a block be placed in the cache? Hint: direct map, fully associate and set associate.

5.2 (5%) How is a block found if it is in the cache? Hint: valid bit, tag and index fields in block address, and the block offset.

5.3 (5%) Which block should be replaced on a cache miss? Hint: random, least-recently used, first-in, first-out.

5.4 (5%) What happens on a cache write? Hint: dirty bit, write through, write back, write stall, write buffer.
[image: image11.jpg]CPU

1/0 devices
Registers
Disk
memory
Register Cache Memory reference
reference reference reference
Size: 500 bytes 64 KB 512 MB 100 GB

Speed: 0.25 ns 1ns 100 ns 5ms




Fig. P5: The levels in a typical memory hierarchy in computers.

6. (40%) 

6.1 (10%) Explain the following three classes of pipeline hazards and propose a solution (including explanation) for each hazard: structural hazards, data hazards, and control hazards. 

6.2 (10%) Data hazards may be classified as one of the three types, depending on the order of read and write accesses in the instruction. RAW( read after write), WAW (write after write), and WAR (write after read). Consider the following example code sequence

DIV.D     F0, F2, F4   /* floating-point (FP) division */

ADD.D    F6, F0, F8   /* FP addition */

S.D       F6, 0(R1)    /* store FP data */

SUB.D    F8, F10, F14  /* FP subtraction */

MUL.D   F6, F10, F8   /* FP multiplication */

Find out all the dependencies (true data dependences, antidependences, output dependences) and all the possible hazards (RAW, WAW, or WAR) in the above code sequence. Hint: Assuming instruction i precedes instruction j in program order, an antidependence between instruction i and instruction j occurs when instruction j writes a register or memory location that instruction i reads; an output dependence occurs when instruction i and instruction j write the same register or memory location.

6.3 (20%) Explain as detailed as possible the dynamic scheduling method that solves the data hazard and the control hazard problems. In particular, use the example of Fig. P6 of basic structure of a MIPS FP unit to show how it works by explain the functions of each component (i.e., why these components are helpful). Hint: in-order issuing, out-of-order execution, Tomasulo’s approach, register renaming, reservation station, branch-prediction buffers, hardware-based speculation, re-order buffer.
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Fig. P6: Basic structure of a MIPS FP unit using Tomasulo’s algorithm and extended to handle speculation.
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