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1. (30%) Consider continuous random variablesndY with the following
joint probability density function (PDF)

Ixy(z,y) = ce” 1Y),

where the exponent tergiz, y) is given by
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o4, 0y, C are positive constants, apds a constant with-1 < p < 1.
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(a) Show thatX andY” are zero-mean, with variance$ ando.

(b) Show that the correlation coefficient &fandY is p.

(c) Show that the estimation errél{ X'|Y] — X is normal with mean zero
and variancél — p?)o?

"

2. (10%) What is the moment generating function (MGF) of aoral ran-
dom variable
B ~ binomial(n, p)?

3. (30%) LetX,, X,,... be a sequence of i.i.d. random variables with zero
mean and variance®. Let the MGF beMx (s) for an interval—d < s <
d, d > 0. Let
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(a) Show that the MGF af,, satisfies

o= (o (22)

(b) Let the second-order Taylor expansion\df (s) be

Ly =

Mx(s) = a + bs + cs* + o(s?).

Finda, b, andc in terms ofcs2.



(c) Show that
lim My, (s) = e*/2
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4. (10%) LetY;, be the time of th&!" arrival in a Poisson process with rate
Show that for ally > 0,

5. (10%) LetT be an exponential random variable with parameterfind
the probability mass function (PMF) of the number of arrgved the time
interval[0, 7] in a Poisson process with rake

6. (10%) Consider a discrete-time Markov chain. Show thatafadd up the
firstm — 1 balance equations,

Wj:Zﬂ'kpkj, Jj=12,...,m—1,
k=1

we obtain the last equation
Tm = Z TkPkm.-
k=1

7. (20%)E H# B A EE (1 54)
(&) Gambler’s ruin: Gabor wants to windollars, the probability of win-
ning a round i<).5;

(b) Random walk with reflecting barriers: there angositions (, 2, 3, 4),
the probability to the right i8.3;

(c) Queueing: the buffer size 4s the arrival probability i$).2, the depar-
ture probability i9).4;

(d) Professor with 2 umbrellas: the probability of rainisg)il.



